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2016-06-13 Electronics and telecommunication - Exam problems 
Mathematics II. Electronics and telecommunication.

Exam problems, 

1st term exam:  2016-06-27, 8:00-  9:30, CW-10 – Polish group,

  2016-06-27, 9:45-11:15, CW-10 – English-language group.
2nd term exam: 2016-09-26, 8:00-  9:30, CW-10 – Polish group,
   2016-09-26, 9:45-11:15, CW-10 – Polish group.

Every student submits answers on standard A4 (210×297 mm) blank sheets (no chequerring, lining etc.), the first page has to follow the pattern: 
date, e.g., 2016-06-27
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Every student copies formulations of all five problems, 

                and crosses out, in the table, numbers of problems he/she did not dealt with.
There are proposed 5 problems, 
    each one evaluated in the scale from 0 to 9 (9 is provided for the complete and correct answer), 
    and a student answers to three of them chosen by himself/herself. 
I will put their rates in the middle column of the table and, next, I will sum three scores.

The mark for the exam is F, E, D, C, B or A, correspondingly to the sum sitting within following intervals 00-12, 13-15, 16-18, 19-21, 22-14 and 25-27. 

Every student 

a) can leave the exam room immediately after the problems are revealed; then he/she loses the term in this semester, accordingly to the university regulations he/she can continue studies in next semester, if gains points enough, and has to pass positively the course during next year, i.e., before the end of September 2017,
b) can be – and does not have to be (and can not be, if gained less than 10 scores) – asked orally,

c) having, in result of the written answers, a positive mark (A,B,C,D,E)  can apply for addition question, and the answer to it results with the increasing, the keeping or the lowering (also down to F) the mark stated from the written exam.

Precise days and hours for the above will be announced during the written exams. 

    Surely, the marks for the 1st term exam will be not announced on Tuesday 28th of June, 
                and that for the 2nd term will be – let’s hope - announced on 27th of September, 2016
        (it depends on how many students will appear; 
         it is possible that I will look at answers in the presence of who wrote these answers) .

Every student is kindly asked to report me immediately if the mark passed to him/her differs from that displayed by the electronic system of marks; this system closes absolutely and no claim is taken into account if reported too late.
I used to check the e-mail box once a week, so wait, please, if I do not answer quick to your e-alerts. The best way to contact me is to meet me in the time of my office hours.
Problems

1. Discuss Euclidean bound vectors (two fixed points), geometric bound vectors (point of application, length, direction and sense), analytical/Cartesian bound vectors (pair of two n-tuples; n-tuple is an element of the Cartesian power Rn). 

2. Define following notions: a function, a relation, an equivalence (relation). Give appropriate examples (e.g., free vectors, parallel lines, similar matrices).
3. What is a (rectangular) matrix ? Specify some types of  matrices, e.g., a square one, an unity matrix (via Kronecker delta), a magic square (e.g., the Dürer /melancholic matrix), a permutation matrix, an Hadamard matrix, an orthogonal matrix, a rotation matrix (both acting on a plane and in the three-dimensional space R3), a positively define matrix, a normal matrix, a Hermitean and an anti-Hermitean matrix.

4. Theorems on the solution of a sale (system of algebraic linear equations) Ax = b. 

5. Define a dot/scalar product of two vectors in a geometric way (on the plane R2, in the space R3) and pass to an analytical expression. Give illustrative examples when or where it is used (e.g., to find the angle between two vectors, to state are they perpendicular, in the equation of a plane).   

6. Define a dot/scalar product of two n-dimensional vectors and that of two functions in one variable. Provide illustrative examples where or when it is used (e.g., when the normal vector to a surface is looked for).
7. Define a(n abstract) scalar product and a norm induced by it. Give their examples in spaces Rn, Cn, L(a,b)2.

8. Define a norm of an element of a linear/vector space. List various vector norms (i.e., norms of vectors) and matrix norms (i.e., norms of matrices). List Euclidean norms. 
9. A submultiplicativity of matrix norms, the condition number cond(A) of the matrix A, the estimation of error when instead of the sale Ax=b a perturbed sale (A+(A)(x+(x)= b+(b is solved. 

10. Write about the orthogonality in a pre-Hilbert space (that is, a space equipped with the scalar product), give examples of orthogonal systems (e.g., the trigonometric system, the exponential system {exp(ikx)} k=0,1,2,…, the Walsh system in which functions are related to rows of successive Hadamard matrices).
11. List four classical families of orthogonal polynomials (Legendre, Chebychev, Laguerre, Hermite). Say in what a way they can be defined (as solutions of proper BVP ODE2, via the Rodrigues formula, via the three-term recurrence, aka a Bonnet formula, via the orthogonality condition, via the explicit formula), and define them in one of these ways. 

12. Define a vector product c = a(b of two vectors a and b, write its analytical formula. Provide illustrative examples, show where and when it is used.
13. Say what a polynomial is and discuss its various representations (e.g, a Stevinian/ natural one – this is in the Stevin basis, a Lagrange one, a Newtonian one).

14. Say what a collocation polynomial is. State the theorem on the uniqueness of a collocation polynomial. Present ways to produce collocation polynomials in specific bases. Opinion their dis- and advantages (including the Runge phenomenon and report how Chebychev collocation nodes act).
15. Show that the FFT algorithm is a special case of a polynomial collocation, and discuss its efficiency (by analyzing the Vandermonde matrix which is constructed on primitive root of 1, and talking about the Lanczos-Danielson split/decomposition). 

16. Write what a best polynomial approximation is, how the best least-square fit is produced (obtain the resolving system), and compare it with the collocation problem.

17. Discuss the Taylor series of a function belonging to an appropriate class: when (and via what formula) this series may be produced, when and where it is convergent and to what object the convergence takes place. Provide instructive examples.

18. Discuss the Fourier series of a function belonging to an appropriate class: when (and via what formulas) this series may be produced, when and where it is convergent and to what object the convergence takes place (recall, e.g., the Dirichlet criterion). Provide illustrative examples.

19. Describe the Riesz-Fischer theorem, the Bessel inequality and the Parseval identity. 
20. Define following notions: a characteristic polynomial, eigenvalues and their algebraic multiplicities, a spectrum, eigenvectors of a matrix. Say how many elements a spectrum of a matrix has, and justify your statement. 

21. Formulate the theorem on/about spectra of similar matrices, and prove it.

22. Discuss a Markov process with constant transition matrix (i.e., a matrix which lists probabilities the state of a system under consideration is undergoing changes), its spectrum, the asymptotic stabilization of its powers, as well as of the state a system achieves. 
23. Define what ‘a diagonalization of a matrix’ stands for. Formulate and prove the theorem on the diagonalization of a matrix having/possessing a full spectrum.
24. Describe following notions: a block matrix, a Jordan block, a Jordan form of a matrix. 

25. Recall what is a function which argument is a matrix (in particular what there is exp(A), where A denotes a matrix). Cite the Cayley-Hamilton theorem, show its application to calculate the exp(At) where A is a square matrix and t is a variable (which, for instance, serves to measure a time). Say about an annihilator and about a minimal polynomial of a matrix, recall what does ‘a minimal multiplicity of an eigenvalue’ mean.
26. Give “space” and “plane” definitions of non-degenerate conics (ellipse, hyperbola, parabola). Write their general equation, their canonical/standard equations, and report how a canonical form can be obtained. Speak out the spectrum criterion to recognize the shape of a conic (aka the principal axis theorem and Sylvester’s law of intertia).
27. Classify ODE1 (general equation, explicit equation) and say what does the notion ‘IVP’ (aka a Cauchy problem) mean. Say what is a solution to ODE1 and that to IVP ODE1. Present, also geometrically, examples when IVP ODE1 has an unique solution (draw it in a direction field) and when it has more than one solution. Cite the theorem on the uniqueness (e.g., Picard “iterations” theorem, Peano theorem, Picard-Lindelöf theorem based on the Lipschitz condition and the contraction map theorem). 
28. Discuss the Fröbenius method (i.e.,based on the Taylorian expansion of a function in search) to find the solution to ODE and apply it in an illustrative example.

29. Describe the Newton cooling problem: an experiment, the derivation of an ODE1 y’=(({y–yamb}, its general solution, and its particular solution satisfying the initial condition y(t)=y0 for t=t0, determine t for which y(t)=ydesired. Present phenomena covered by this equation (e.g., a discharge of the capacitor, an exponential growth of the population, a sliding rope problem).
30. Say what ‘a separable differential equation” (or “an ODE with separable variables”) mean and show a standard way to get its solution.

31. Discuss the Verlhust equation and its solution (referred to as a logistic curve): write it down, give a motivation (relating it to the exponential growth model), solve this equation and take into account a specific value, provide real-world phenomena covered by this equation. Show how instead of two parameters involved in this equation we can deal with a single parameter only.
32. Produce the differential equation of orthogonal trajectories to given family of curves (e.g., y=a(xn) and solve it.

33. Derive the differential equation of a curve which reflect parallel light-beam so that they focuses in a single point.
34. Write a general linear ODE2, as well as that with constant coefficients. Distinguish non- and homogeneous equations of that type, explain the acronyms GIHE, PINE and GINE. Discuss GIHE (in dependence of the discriminant of characteristic equation), write direct solutions as well as that exhibiting trigonometric or hyperbolic functions. 

35. Present physical phenomena described by LODE2 with constant coefficients (mass-damper-spring system, serial inductance-resistance-capacitance system, parallel capaticance-resistance-inductance system) and derive the corresponding LODE2.
36. Describe (the four mice problem, aka) the uniform pursuit problem with four runners: draw a schema, form the equations and their system, solve this system (via the diagonalization or calculating the exponent of proper matrix) and detect (applying the passage to polar coordinate system) that the pursuit curve is a logarithmic/Bernoulli curve.
37. LODE2 for the function y=y(x) with coefficients depending on x. Legendre polynomials Pn: how do they, via a generating function, arise in an electrostatic field description, their basic properties (oddness and evenness, orthogonality), the Bonnet formula, the Legendre differential equation.

38. Say what an eigenvalue and an eigenfunction of an one-variable differential operator are (e.g., of the Legendre differential equation). 

39. Gradienting/nabla/Hamilton operator (denoted (), the gradient (((), the divergence ((F), the curl (((F), the laplacian ((:=(2) and properties of these operations. 
40. Analyze some PDE1, e.g., that called the differential equation of the family of planes, of the family of surfaces produced by a curve rotated around the Oz axis. 

41. Find the solution u(x,y)=((x)+((y) to the PDE2 (2u/(x(y=0, the solution u(x,t)=((x+(t)+((x–(t) to the PDE2 (2u/(t2=(2((2u/(x2;; this solution is referred to as a d’Alembert solution. 
42. Present a general PDE2 in two variables, classify it (as that of elliptic, parabolic, or hyperbolic type), write it in a matrix form and form its associate algebraic equation. Identify respective equations as a Laplace equation, a heat transfer equation, a (one-dimensional) wave equation, and a string equation.
43. Check that a given function u satisfies, or does not, a given PDE2, e.g., the Newtonian potential u = {x2+y2+z2}–1/2 solves the three-dimensional Laplace equation (u(x,y,z)=0, a traveling sine wave u(x,t)=sin(x–(t) satisfies the equation (2u/(t2=(2((2u/(x2.
44. Produce the equations describing the change in the current (I) and the voltage (V) occurring in a long wire (with given R, L, C and 1/G related to an unit length), transform this pair into the telegrapher’s equation.

45. Describe a random walk on integer points (xj=j(() when jumps are performed in equidistant time-strokes (tj=k(() with constant probabilities to keep the direction (K=((() and to change it (C=1–(((), make both distance step ( and time step ( infinitesimally small and produce the system of PDE1, finally assume that L=R (probabilities to walk to the left and that to the right be identical) and deduce the wave equation.
46. Discuss a Fourier solution u=u(x,y) to 1-dimensional wave equation, i.e., a solution based on the separation of elementary solutions u=X(x)(T(t). 
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